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Background: 
LLM-based unit test generation

Challenge: limited training data

1. Train an LLM with a massive code 
corpus

2. Prompt the LLM with function under 
test (focal function).

3. LLM generates unit test functions

1. Testing code is 
20% of all.

2. Focal-test pairs 
are even harder 
to find.

Our approach:
1. Use coverage-guided fuzzing to gather input data that are interesting to the 

focal function.
2. Use program transformation to convert existing fuzz targets into test 

templates with valid testing semantics.

1. extract unit test functions
2. extract fuzzing targets
3. instrument fuzz targets with a reporter 
4. transform fuzz targets into a unit test
5. instantiate the templates with valid test inputs

Models trained with FuzzAug 
outperforms the pre-trained 
baseline and models trained 
w/o it by large margin! 

CR: compile rate
Acc: accuracy
Cov: branch coverage
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